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Abstract

The academy and seismic industry have shown the
importance of considering anisotropy in velocity model
building. There are several examples concerning imaging
problems whenever anisotropic effects are neglected. By
means of travel time matrices and seismic modeling, we
analyze the effects of the two anisotropic classes (intrinsic
and extrinsic), seeking to evaluate them separately and
together. The results shows that for intercalations between
shales and sandstones with low velocity contrast, the
extrinsic anisotropic is very weak, with clear predominance
of the shale intrinsic anisotropy.

Introduction

A long time ago, velocity models used for seismic imaging
processes considered the physical medium as isotropic,
assuming this assumption due to the greater operational
ease in the implementation of the algorithms, as well as
understanding that such methodology was enough for an
adequate seismic imaging.

Thomsen (1986) is a paramount paper that marks
a starting point for considering anisotropy in seismic
processing. In recent decades, papers such as Cetale
Santos et al. (2004), Berryman (2008), Kumar (2013) and
Nunes et al. (2019) have revived the discussion about the
importance of considering anisotropy in velocity models.
They have shown that reflector positioning and amplitude
problems can be mitigated when the medium is treated
according to its anisotropic characteristics.

According to Romanelli (2013), it is possible to distinguish
two types of anisotropy: intrinsic and extrinsic. The first
is related to the characteristic properties of a specific
lithology, as for instance in the case of shales, where the
minerals alignment can generates a prominent anisotropic
effect (Figure 1a).

The extrinsic case, on the other hand, is the result
of interleaving between different layers - where each
thickness has subseismic character (t) - composing a larger
layer (T), which can be identified in the seismic records
(Figure 1b).

As indicated by Valcke et al. (2006), major factors for
intrinsic anisotropy are: crystals preferential orientation,
variations in the spatial distribution of minerals, morphology
of grains, alignment of fractures and pores, beyond the type
of pore filling material.

(a) (b)

Figure 1: a) Laminated shale sample (Source:
https://www.sandatlas.org/shale/ ), b) Interleaving model
with shale and sandstone layers.

One of the most important papers within this theme is
from Thomsen (1986), due to its formulations opened
the perspective of more practical and relatively simpler
applications for the geophysics applied to the exploration
and production of hydrocarbons.

Thomsen op. cit. considers the premise that most cases of
interest within the oil industry are composed by lithologies
with relatively weak to moderate anisotropies, less than
20 %. He presents three parameters to describe the
anisotropic characteristics of a rock, which are: Epsilon (ε),
Gamma (γ) and Delta (δ ).

Thomsen’s parameters can then be understood as
derivations of the stiffness matrix (Equation 1), which
represents the physical properties of each material.
This matrix is responsible for weighing the resulting
deformations from the application of a given stress,
treating the contribution of each of its elements individually,
according to the Hooke’s law:

σi j =Ci jklekl

(1)

In a simplified way, three main forms of anisotropy
arrangement can be indicated, with characteristic
representations in the stiffness matrix, corresponding to
different orientations in the symmetry axis. Such models
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can be combined, creating more complex anisotropic
contexts.

At first, we have a Vertical Transversely Isotropic (VTI)
medium, represented by the figure 1b, where the axis of
symmetry is vertical, being this the model considered for
the formulations of this work.

Additionally, it is possible to indicate the Horizontal
Transversely Isotropic (HTI) and Tilted Transversely
Isotropic (TTI) media. An HTI case has a horizontal axis of
symmetry (in the example of the figure 1b, the layers would
be in the vertical direction). The TTI medium considers the
axis of symmetry inclined, with an orientation between the
VTI and HTI cases.

According to Costa e Silva (1995) and Rosa-Filho (2002),
Thomsen’s formulations can be presented as follows, valid
for VTI media:

ε ≡ C11 −C33

2C33
=

VP(90◦)−VP(0◦)
2VP(0◦)

, (2)

γ ≡ C66 −C44

2C44
(3)

δ ≡ 2(C13 +C44)− (C33 −C44)(C11 +C33 −2C44)

2C44
=

1
2

(
V 2

INT
V 2

P (0
◦)

)
,

(4)

C33 = ρVPV (5)

C55 =C44 = ρVSV (6)

Additionally, we can indicate the formulations for the other
elements of the matrix as they are organized in Kumar
(2013):

C11 = (1+2ε)C33 (7)

C66 = (1+2γ)C44 (8)

C13 =
√

2δC33(C33 −C55)+(C33 −C55)2 −C55 (9)

Singh and Sircar (2014) evaluated possible variations
in shale anisotropy from measurements of velocity in
samples subjected to increasing confining pressures, thus
simulating different confining pressure conditions. The
results obtained indicate that in the proposed experiment,
there is initially a greater increase in the velocity
propagation of the P wave in the horizontal direction
(parallel to the bedding) than in the vertical direction.
However, the continuity of the test also indicated that after
a certain pressure, the vertical velocity starts to increase at
a higher rate than the horizontal speed (Figure 2).

The behavior described for the shale when it is subjected
to pressure increases then indicates that the original
anisotropy of the rock shows a small growth in the initial

Figure 2: Velocity variation as a function of confining
pressure (Modified from Singh and Sircar, 2014).

phase, subsequently decreasing, from the point where
the propagation velocity in the vertical direction starts to
increase more rapidly than the velocity in the horizontal
direction (Figure 3).

Figure 3: Anisotropic parameters variation as a function of
confining pressure (Modified from Singh and Sircar, 2014).

Singh and Sircar (2014) suggest that such behavior is
result from the microcracks, low aspect ratio pores and
fractures closing. This process is specially evident from
the pressure of 50 MPa, when there is a greater velocity
increase in the vertical direction. Adicionally, the autors
indicate a bigger change in the Young’s modulus in the
vertical direction, being too a result of the closing of
microcracks and fractures parallels to the bedding.

Materials and Methods

Two experiments were carried out for this work, aiming
to present the effects of anisotropy on wave propagation.
The first one consists of estimative of transit time matrices
(MTT), with results calculated for an isotropic medium and
an anisotropic medium.

The second experiment consists of elastic modeling of
wave propagation, seeking to demonstrate the differences
in the wave fields obtained from the isotropic and
anisotropic media, thus allowing the comparison between
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them.

The analytical estimate of velocities as a function of the
propagation angle and seismic modeling were elaborated
from the data available in Sondergeld and Rai (2011) for
shale and sandstone (Table 1).

Table 1: Rocks parameters.

ρ Vp Vs ε γ δ

(gm/cc) (m/s) (m/s)
Shale 2.42 3060 1490 0.256 0.481 -0.051
Sand 2.0 2950 1480 0 0 0

Travel Time Matrices

For the initial presentation of the impacts of anisotropy,
transit time matrices were generated from the formulations
of Thomsen (1986) and Berryman (2008). These
matrices allow a preliminary analysis to the modeling
stage, indicating how the wave propagation in the referred
medium should occur.

The algorithm built for the MTT calculation has as reference
the central point of a grid, from which, for each of the cells,
the distance and angle between them and the referred
point is calculated. Based on this information, it is possible
to calculate the velocity to be applied and subsequently
estimate the transit time.

Thomsen’s (1986) equations used to calculate velocities
as a function of the propagation angle aim to represent
media with relatively weak anisotropy (Equations 10 and
11), while Berryman (2008) broadens the scope to contexts
of moderate and strong anisotropy (Equations 12, 13, 14
and 15).

Vp(θ)≈ α0(1+δ sin2
θcos2

θ + εsin4
θ), (10)

VSV (θ)≈ β0

[
1+

α2
0

β 2
0
(ε −δ )sin2

θ cos2
θ

]
, (11)

where: Vp(θ) - P velocity by angle, VSV (θ) - S velocity by
angle, α0 - P velocity in vertical direction and β0 - S velocity
in vertical direction.

Vp(θ)/Vp(0)≈ 1+εsin2
θ −(ε −δ )

2sin2θmsin2θcos2θ

1− cos2θmcos2θ
, (12)

Vsv(θ)/Vs(0)≈ 1+
(

V 2
p (0)/V 2

s (0)
)
(ε−δ )

2sin2θmsin2θcos2θ

1− cos2θmcos2θ
.

(13)

where: Vp(0) - P velocity in vertical direction, Vs(0) - S
velocity in vertical direction and:

sin2
θm =

V 2
p (0)−V 2

s (0)

2
[
(1+ ε)V 2

p (0)−V 2
s (0)

] , (14)

cos2θm =
εV 2

p (0)
(1+ ε)V 2

p (0)−V 2
s (0)

(15)

Seismic Modeling

The algorithm implemented for modeling is based on
Martins (2003), built from the staggered finite difference
grid of Levander (1988). An important feature of this
methodology is its versatility, being efficiently applied in
contexts of low and high anisotropy values. The general
formulations used are the following, valid for VTI medium:

ρ
δU
δ t

=
δτxx

δx
+

δτxz

δ z
(16)

ρ
δV
δ t

=
δτzx

δx
+

δτzz

δ z
(17)

δτxx

δ t
=C11

δU
δx

+C13
δV
δ z

(18)

δτzz

δ t
=C33

δV
δ z

+C13
δU
δx

(19)

δτzx

δ t
=C44

(
δU
δ z

+
δV
δx

)
(20)

For these equations, U and V are the horizontal and vertical
components of the particle velocity field; τxx, τzz e τzx are
the stresses; and Cmn corresponds to elastic parameters.

Three simulations is carried out in this stage: the first
considers a homogeneous isotropic medium, thus serving
as a reference for the other models. The values of Vp, Vs
and density are calculated from the harmonic mean of the
original shale and sandstone parameters.

In the second simulation, the seismic modeling is
performed in the context of intercalation between layers
of shale and sandstone, assuming shale as isotropic
(disregarding the parameters ε and δ ). We consider the
proportion of 50% for each lithology, distributed interleaved
and evenly.

Finally, a simulation of intercalation between shales and
sandstones is made, this time considering the intrinsic
shale anisotropy (using the parameters ε and δ ). Similary
to the previous case, we consider equal proportions for
both lithologies.

For all simulations, the dominant frequency of 40 Hz and
sample rate of 0.00025 seconds are used. For interbed
layers cases, the thickness of each one is 5 meters.

Results

The first strategy for visualization and analysis of velocities
as a function of the propagation angle of a seismic wave
can be seen in the figures 4 and 5, where the values of Vp
and Vsv are plotted.

It is possible to indicate that for the two formulations
used (Thomsen and Berryman), the calculated primary
wave velocity for 90◦angle has the same value for both.
Differences in velocity values are observed especially for
angles in the range between 20º◦and 80◦.

Taking as an example the angle of 60◦and the velocity
of the compressional wave, we have the estimated value
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Figure 4: Velocities as function of propagation angle using
Thomsen’s equations (1986).

Figure 5: Velocities as function of propagation angle using
Berryman’s equations (2008).

at 3471 m/s for Thomsen and 3530 m/s for Berryman
(Figures 4 and 5). This difference causes a significant
discrepancy between the travel time matrices elaborated
from the different equations.

Then having the velocities available as function of
the propagation angle, it is possible to calculate the
corresponding travel time matrices (MTT). For this
experiment, wave propagation was considered only in the
shale.

In the figure 6 we have the MTT presentation for three
situations: a) isotropic medium (using only the shale Vp);
b) anisotropic medium, using the equations of Thomsen
(1986) and; c) anisotropic medium, using Berryman’s
equations (2008), both using all elastic parameters of the
shale.

Thus, considering the parameters used in these
simulations, we have a more elliptical morphology in
the MTT representation calculated from Berryman (2008),
while in the MTT calculated from Thomsen (1986) we have
a more lozenge-shape feature.

Figure 6: Travel time matrices: a) isotropic medium; b)
anisotropic medium - Thomsen’s formulations (1986); b)
anisotropic medium - Berryman’s formulations (2008);

The presentation of the effects of intrinsic and extrinsic
anisotropy is done in the second experiment (7), where we
have the results of wave propagation models in different
contexts.

At first, we have an example of propagation in a
homogeneous isotropic medium, resulting in a spherical
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feature, where there is just the propagation of a P wave.

The second seismic modeling indicates that the anisotropic
effect resulting from the model with intercalations is
practically imperceptible, suggesting that the velocity
difference between the layers is not enough to generate
a significant extrinsic anisotropy. It is possible to observe
the occurrence of internal features of low amplitude, formed
due to the various interleaved layers.

In the last modeling we consider the two classes of
anisotropy (intrinsic and extrinsic). In this experiment
the intrinsic shale anisotropy has a dominant character,
contributing to the generation of a prominent S wave,
not visible in the past example. The shape of the wave
field approximates the features observed in the travel time
matrices, confirming the analytical predictions.

Discussion and Conclusion

The bibliographic review presented in this work, as well as
the results displayed, contribute to the understanding of the
origin and effects resulting from anisotropy, especially in
seismic waves propagation.

The travel time matrices (MTT) generated allow to visualize
the differences between the formulations of Thomsen
(1986) and Berryman (2008) for the proposed case,
showing how they work differently for the intermediate
angles.

The presented wave fields suggest the dominance of
intrinsic anisotropy over extrinsic, indicating that the
velocity contrast between layers present in an interleaving
must be high for a significant extrinsic anisotropic effect to
occur.
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